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This supplemental material file provides three additional experimental results for our paper: (i) parameter selection, (ii) the case study of
the Stock Price data, and (iii) the complete details about the comparative evaluation.

(i) λ = 0.1, ω = 0.2, stopLevel = 1
PDDr: 0.833    ESRr: 0.000

(d) λ = 0.1, ω = 0.2, stopLevel = 9 (e) λ = 0.2, ω = 0.2, stopLevel = 9

(g) λ = 0.1, ω = 0.4, stopLevel = 9(f) λ = 0.1, ω = 0, stopLevel = 9

(c) λ = 0, ω = 0.2, stopLevel = 9
PDDr: 0.915    ESRr: 0.376

PDDr: 0.915    ESRr: 0.351 PDDr: 0.914    ESRr: 0.247

(k) λ = 0.1, ω = 0.2, stopLevel = 6
PDDr: 0.938    ESRr: 0.285

(l) λ = 0.1, ω = 0.2, stopLevel = 9
PDDr: 0.918    ESRr: 0.292

PDDr: 0.918    ESRr: 0.292 PDDr: 0.916    ESRr: 0.253

(j) λ = 0.1, ω = 0.2, stopLevel = 3
PDDr: 0.902    ESRr: 0.099

(h) λ = 0.4, ω = 0.4, stopLevel = 9
PDDr: 0.888    ESRr: 0.094

(a) Original Scatterplot

(b) Density Map

Fig. 1: Parameter analysis on the Person Activity dataset [4] with the PDDr and ESRr scores. (a) The opaque scatterplot of the whole 98K data
points and (b) rendered as a transparent density map, where some major features are highlighted. The orange dashed boxes and red dashed
circles reveal typical low- and medium-density regions, respectively. (c-h) Different sampled results produced by different λ and ω parameters
with same stopLevel, where each result has around 1.6K data points; the associated specific parameter values and PDDr and ESRr scores are
provided under each result. (i-l) Different sampled results produced by increasing stopLevel parameter, where the number of data points is
decreasing and the associated PDDr and ESRr scores are provided.

1 PARAMETER SELECTION

Fig. 1 shows the influences of parameter settings in terms of the PDDr and ESRr scores on the Person Activity dataset [4], where the original
scatterplot and density map are shown in Figs. 1(a,b).

Robustness: From Figs. 1(c-l), we can see that the PDDr scores of all results are around 0.9 except Fig. 1(i), indicating that our method is ro-
bust in the preservation of relative densities over the parameter choices. This observation is also consistent with the patterns shown in Fig. 1(b),
where the densities of the central high-density regions are much larger than those in the surrounding low-density regions.
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(b) NUS (c) RS

(g) OBDBS

(d) KBS

(h) MVZS(f) BNS(e) DBS

(a) Ours
PDDr: 0.918    ESRr: 0.292

PDDr: 0.921    ESRr: 0.358 PDDr: 0.913    ESRr: 0.352 PDDr: 0.904    ESRr: 0.364

PDDr: 0.947    ESRr: 0.346PDDr: 0.707    ESRr: 0.027 PDDr: 0.912    ESRr: 0.383

PDDr: 0.926    ESRr: 0.352

Fig. 2: Comparison of our method and the competing methods on the Person Activity dataset [4] with the PDDr and ESRr scores. While our
method is competitive with these state-of-the-art methods in preserving relative densities, the red dashed boxes shows that our method can
visually maintain the structure in the low-density regions more effectively.

λ & ω: In contrast, the ESRr score decreases as λ increases (see Figs. 1(c,d,e)) or as ω increases (see Figs. 1(f,d,g)), where more low-density
regions are preserved in the corresponding results. In our experiment, we empirically choose λ = 0.1 and ω = 0.2, because they lead to the
largest PDDr score and a reasonable ESRr value.

stopLevel: Figs. 1(i,j,k,l) show the influence of the stopLevel parameter, where a small stopLevel value yields small ESRr and PDDr scores
except the PDDr score in Fig. 1(l). This is reasonable since a small stopLevel value leads to more low-density regions to be preserved and
thus the ESRr and PDDr become small. However, computing the PDDr score further depends on the size of the region to be compared. In this
example, the region size 40×40 pixels is close to the sub-region size of the stopLevel 6, resulting that the PDDr value at stopLevel 6 becomes
the largest.

Competing methods: Fig. 2 compares the results generated by our method and the competing methods on this dataset. We can see that the PDDr
score of our method is very close to those of random sampling (RS), KD-tree-based sampling (KBS) [2], density-based sampling (DBS) [7],
blue noise sampling (BNS) [3], and multi-view z-order sampling (MVZS) [5]. Outlier biased density-based sampling (OBDBS) [8] is slightly
worse than our method, while non-uniform sampling (NUS) [1] is the worst. In contrast, NUS performs the best in ESRr, while our method is
ranked the second and its score is smaller than all the rest methods. This observation is consistent with the finding revealed by our comparative
evaluation presented in the paper.

The results indicate that our pyramid-based sampling is robust for preserving relative densities. Thus, we suggest users to preserve outliers
by adjusting λ , ω and stopLevel for balancing the data and visibility densities. Our experiments show that setting λ and ω to be around 0.1
and 0.2 is good for most data. A small stopLevel may help to show more outliers by adding more samples to low density regions, whereas the
proper level can be adjusted for different data sets and user preferences.

2 CASE STUDY: STOCK PRICE

Next, we present two additional density maps of the Stock Price case study in Fig. 3, which is about how the Sep. 11 attacks affected the stock
market on the relationship between the stock volume and stock percentage change. We compared two scatterplots (see Figs. 3(a,b)) generated
from the dataset for two different time-ranges: (i) from Aug. 11, 2001 to Sep. 10, 2001 (see Fig. 3(a)) and (ii) the whole Sep. 2001 (see Fig. 3(b)).
As we can see, the changes in stock percentage have much larger variations in Fig. 3(b) than those in Fig. 3(a). Also, more points with negative
stock changes can be observed than those with positive changes. Based on these observations, we see that the Sep. 11 attacks resulted in a
negative effect and many stocks show large fluctuations. However, the streaming sampling results in Figs. 3(c,d) show that the horizontal major
trend keeps stable around 0% in both ranges, as shown in Figs. 3(e,f). Further comparing the samples in the red and orange boxes reveals more
stocks with negative stock changes and large fluctuations in Sep. 2001. Therefore, we conclude that our streaming sampling method produces
faithful visualizations.

3 COMPARATIVE EVALUATION

Finally, we elaborate on the comparative evaluation of our static sampling with 12 synthetic datasets created by mixing Gaussian distributions
and a uniform distribution, and 28 real datasets collected from Kaggle [6] and the UCI data repository [4]. Specifically, we provide screenshots of
the original scatterplot and sampled results generated by our approach (PBS) and seven competitive sampling methods: random sampling (RS),
blue noise sampling (BNS) [3], density-based sampling (DBS) [7], non-uniform sampling (NUS) [1], outlier biased density-based sampling
(OBDBS) [8], multi-view z-order sampling (MVZS) [5], and KD-tree-based sampling (KBS) [2] with their corresponding scores.
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Fig. 3: Scatterplots that show the relationship between stock volume (horizontal) and stock percentage change (vertical) of the historical stock
market dataset for two different time ranges: before the September 11 attacks (left column) and the whole September 2001 (right column).
(a,b) the overplotted scatterplots of the original data; (c,d) streaming visualization results of our method from (a,b); and (e,f) the corresponding
density maps of (a,b).
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