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Visualization-Driven Illumination for Density Plots
Xin Chen, Yunhai Wang, Huaiwei Bao, Kecheng Lu, Jaemin Jo, Chi-Wing Fu, Jean-Daniel Fekete

Abstract—We present a novel visualization-driven illumination
model for density plots, a new technique to enhance density
plots by effectively revealing the detailed structures in high- and
medium-density regions and outliers in low-density regions, while
avoiding artifacts in the density field’s colors. When visualizing
large and dense discrete point samples, scatterplots and dot
density maps often suffer from overplotting, and density plots
are commonly employed to provide aggregated views while
revealing underlying structures. Yet, in such density plots, existing
illumination models may produce color distortion and hide details
in low-density regions, making it challenging to look up density
values, compare them, and find outliers. The key novelty in this
work includes (i) a visualization-driven illumination model that
inherently supports density-plot-specific analysis tasks and (ii)
a new image composition technique to reduce the interference
between the image shading and the color-encoded density values.
To demonstrate the effectiveness of our technique, we conducted
a quantitative study, an empirical evaluation of our technique in
a controlled study, and two case studies, exploring twelve datasets
with up to two million data point samples.

Index Terms—Density plot, Illumination, Shading, Image
composition

I. INTRODUCTION

Scatterplots are among the most effective techniques for
visualizing discrete data points in 2D. Yet, for large and dense
data, scatterplots suffer from overplotting, where visual clutter
obscures the data distribution (Figure 1a). A few alternatives
have been proposed to overcome such a limitation; e.g.,, instead
of visualizing each point as a single mark, 2D density plots
(also called density maps and heatmaps, we use the term density
plots) color-encode the aggregated density of the data points,
usually smoothed using Kernel Density Estimation (KDE).

Density plots could effectively reveal global patterns (e.g.,
trends and clusters), especially in high-density regions. How-
ever, they often neglect less dense, local patterns such as
outliers in low-density regions [1] (the red box in Figure 1a).
They also sometimes hide important visual structures (hereafter
“structures”) in medium-density regions, i.e., meaningful local
density variations [2] (the blue box in Figure 1a vs. 1b,1c,1d).
This is because of the limited intensity resolution of existing
displays and our vision system: assigning indistinguishable
colors to the medium- and low-densities hinders several
important analysis tasks such as identifying anomalies [1].
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Several density plot alternatives have been proposed to
enhance the visibility of global and local patterns simulta-
neously. By representing a density field as an illuminated
height field using Phong shading [3], the Illuminated Density
Plot (IDP) provides a clearer depiction of the main structures
in medium- and high-density regions (Figure 1b). However,
the shading operation may introduce artifacts, such as altering
beige and dark brown in Figure 1a, making it challenging
to look up and compare density values. Additionally, some
outliers in low-density regions, particularly those in the red box
of Figure 1b, remain hidden. Explicitly overlaying outliers on
the IDPs, Trautner et al. [4] introduced Sunspot Plots (SUPs),
which smoothly blend discrete data points with IDPs by using
two types of KDE kernels. However, SUPs may introduce
colors falling outside of the color map, such as the blue
color in Figure 1c, which hampers density value look-up and
interpretation. This issue can be attributed to the interference
between colored patterns and shaded structures [5][pp. 83].

The limitations of the previous techniques motivated us to
revisit the illuminated density plots, in which the additional
illumination should inherently support density-plot-specific
analysis tasks. Based on a survey on scatterplot tasks [1] and
user study results [4], we derived three design requirements
that a good density plot design should meet:
DR1: revealing the detailed structures in high- and medium-

density regions;
DR2: maintaining the visibility of outliers in low-density

regions; and
DR3: producing less color distortion to support accurate

lookup and comparison of absolute density values as
much as possible.

In this article, we present a novel density plot design,
Visualization-driven Illuminated Density Plots (VIDP), aiming
to fulfill all three requirements. Here, “visualization-driven”
means that the illumination model is customized to be percep-
tually effective in visual analysis tasks such as value lookup,
comparison, and outlier identification, rather than directly using
the ones developed by the computer graphics community. To the
best of our knowledge, this is the first technique that considers
the three requirements simultaneously.

Instead of applying the well-known Phong shading model [6]
to density field rendering, we explore a structure-enhancing
shading model that adheres to some principles of manual
relief shading [7], such as shading along ridges and valleys,
omitting shadow and specular reflections, and maximizing
the overall contrast. To combine the shading image from this
model with the colored density image, we further propose a
new composition scheme that adjusts only the luminance of
the density field’s colors to minimize the interference between
the shaded image and color-encoded density value. As shown
in Figure 1d, the resulting density plot with valid colors reveals
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Fig. 1: Different methods for visualizing two million-point samples of the “New York TLC Trip” dataset (bottom right in (a)
shows the raw plot). Our technique is shown in (d). The green box represents a high-density (HD) region, the red box shows a
low-density (LD) one, i.e., outliers, and the blue box has medium-density (MD). The HD variations are faithfully revealed in
(a,d), but (b,c) hinder the perception of absolute density values by using colors absent from the colormap (brown and blue). On
the other hand, LD outliers are revealed in (c,d) and hidden in (a,b). Finally, the MD structures are revealed in (b,c,d) and
hidden in (a). Our Visualization-driven Illuminated Density Plot (VIDP) not only shows the density variations using colors
similar to (a) but also reveals MD structures and LD outliers.

the main structures and major outliers. Table I compares our
density plot with prior techniques on three levels of densities.

We evaluate our approach by comparing it with state-of-the-
art density visualizations (e.g., SUP [4]) using ten datasets
with up to two million data point samples. First, we conduct
a quantitative evaluation with an established color distance
measure [8], showing that VIDP significantly reduces color
distortions compared with others. Second, we evaluate our ap-
proach in terms of density-driven analysis tasks1 in a controlled
user study. Our VIDP achieves comparable results in preserving
densities and outliers, while better revealing local patterns.
In addition, we conduct two case studies to demonstrate the
effectiveness of VIDP, showing that interactively adjusting
the parameters in our method enables viewers to explore
and highlight structures of interest. To summarize, our main
contributions are as follows:

• We propose a visualization-driven illumination model that
inherently supports density-plot-specific analysis tasks.

1Experimental data and analysis code are included with the submission as
supplemental materials and are available at https://osf.io/5xpsw/?view only=
0445046dad574d4a90d7138e94547ada.

high-density medium-density low-density

CDP no color distortion barely visible invisible
IDP [3] some color distortion visible invisible
SUP [4] strong color distortion visible visible
VIDP weak color distortion visible visible

TABLE I: Comparing our visualization-driven illuminated
density plots (VIDP) with prior techniques on capabilities to
visualize regions of different levels of densities, as demonstrated
in Figure 1.

• We propose a new image composition technique to reduce
the interference between the shaded image and color-
encoded density values.

• We empirically evaluate our techniques in a controlled
user study on ten datasets and present two case studies
to demonstrate their effectiveness.

II. RELATED WORK

A. Density Visualization

Density plots are one of the most common ways to combat
the overplotting problem in scatterplots. Below, we discuss the
generation, enhancement, and evaluation of density plots.

https://osf.io/5xpsw/?view_only=0445046dad574d4a90d7138e94547ada
https://osf.io/5xpsw/?view_only=0445046dad574d4a90d7138e94547ada
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Density Plots Generation. Opacity adjustment and density
estimation are two common approaches to generate density
plots. Assigning suitable opacity values to data points can
produce semi-transparent visualizations that better reveal high-
density regions. Matejka et al. [9] present a user-driven model
for setting opacity values based on data distribution and crowd-
sourced responses. Micallef et al. [10] suggest optimizing the
opacity, mark size, and other visual properties together in line
with the given data and the analysis task. Yet, alpha blending
is limited to a few layers and it is hard to distinguish between
varying densities in the generated density plots.

Instead, density estimation explicitly computes a smooth
density field, which is often shown as a color-coded plot.
Usually, the densities are estimated by kernel density estimation
(KDE) [11], which sums the contribution of discrete data
samples around each screen pixel based on a kernel function:

KDEh(x) =
1
nh

n

∑
i=1

K(
x− xi

h
), (1)

where X = {x1,x2, ...,xn|xi ∈ R2} is the bivariate dataset, K
is a kernel function, and h is a bandwidth parameter. For
convenience, we refer to the resulting plots as continuous
density plots (CDP). Popular kernel functions are the Gaussian
and Epanechnikov kernels, which perform well in showing
global data distribution in high-density regions. Heer [12] found
that combining linear binning and Deriche’s approximation
efficiently produces pixel-perfect Gaussian KDE. For continu-
ous scientific data, Bachthaler and Weiskopf [13] compute the
continuous density field by mapping the spatially continuous
input data to the range domain with interpolation between
associated data values. However, the smoothed density field
might reduce the local variability, so some important structures
could be missed (Figure 1a). In this work, we extend such a
technique to better account for the major prominent structures
and local density variations and also to allow for interactively
exploring detailed vs. smoothed results.

Density Plots Enhancement. Traditional continuous density
plots cannot effectively depict both local variations and outliers.
To preserve outliers, Splatterplots (SPP) [14] explicitly show
sub-sampled data points in sparse regions and use closed
smooth contours in dense regions. As SPP are developed for
showing clusters in multi-class scatterplots, they assign the
same color to high-density regions enclosed by contours and
discrete data points of the same class in sparse regions, hiding
the density variations and leading to ambiguity [15]: identical
visual intensities might correspond to different effects.

On the other hand, Willems et al. [3] used the photorealistic
Phong shading [6] to a height map, combining two KDE density
fields with different bandwidths to reveal local structures on
the colored density plot. However, such an illuminated density
plot (IDP) cannot clearly show outliers (red box in Figure 1b),
so the authors adopted a specific approach for trajectory data
to make the outliers pop up, which does not apply to general
bivariate datasets. Furthermore, IDP distorts the original colors
of the density plot (Figure 1b) and prevents users from looking
up and comparing density values based on the color map.

SUP [4] computes two density fields by performing KDE
on the data with two different types of kernels. After rendering

these density fields using different colormaps, they combine
the two rendered density fields adaptively together and exploit
the shading and shape cues to maintain the relative density
differences. The recently-proposed honeycomb plots [16]
further improve the shading. In doing so, most outliers can
be more clearly shown. Yet, their evaluation shows that both
techniques cannot improve the accuracy of estimating density
values. Also, they still cannot effectively convey local density
variations (the green box in Figure 1c vs. 1b,1d) and also suffer
from the ambiguity issue as Splatterplot (black color in the red
and green boxes in Figure 1c). Besides, SUP’s color blending
may lead to significant color distortions (e.g., the blue and
purple colors in the green box in Figure 1c).

Density Plots Evaluation. Sarikaya and Gleicher [1] list a
set of scatterplot-specific tasks and discuss the effectiveness
of scatterplots, contour plots, and SPP in support of the
aggregation-level tasks. Recently, Trautner et al. [4] conducted a
user study to compare five visual designs with two tasks (density
estimation and comparison) and found that SUP performs
similarly to the KDE-based continuous density plots. In this
work, we extend this study with four variants of visual design
and three tasks.

B. Illumination Models

Various illumination models have been developed [17]. Here,
we restrict our discussion to non-photorealistic models [18]
for depicting shape details and important structures rather than
creating realistic images. For example, Cignoni et al. [19]
suggest performing diffuse shading with a sharpened normal
field to increase the contrast at corners. Rusinkiewicz et
al. [7] proposed a multi-scale shading model to convey
both overall shape and fine-scale detail by computing the
normal field at different scales and varying the light source
to maximize the contrast. Inspired by these techniques, we
propose a visualization-driven illumination model for density
plots rather than simply applying the one developed by the
computer graphics community. Specifically, we compute a
normal field to highlight ridges and valleys in the density
field and apply diffuse shading with an optimized lighting
direction to maximize the contrast within such structures. To
ensure accuracy in density value estimation, we further consider
minimizing the artificial colors resulting from the composition
of the shading image and the input colored density field. We
show that the resulting density plots better support specific
analysis tasks such as value estimation and outlier identification
via a controlled study and two case studies.

III. VISUALIZATION-DRIVEN ILLUMINATED DENSITY
PLOTS

Our goal is to enhance density plot visualizations, revealing
the underlying structures and outliers as much as possible while
ensuring the perception of color-encoded density values. We
approach this problem by first designing a structure-enhancing
shading model as illustrated in Figure 2. Here, we create a
shading intensity field to capture prominent structures in the
density plot (Section III-A), then develop a color composition
method to further integrate the shading intensity field into
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(b) KDE-based density field Fsmall(a) KDE-based density field Flarge (c) Structure map FDoG
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Fig. 2: The overall pipeline of our visualization-driven illuminated density plots: Given a set of discrete points, we first compute
the KDE-based density fields (a) Flarge with a large Gaussian kernel and (b) Fsmall with a small kernel. Then, we (c) take their
difference to derive the structure map FDoG and (d) employ diffuse shading with height exaggeration with an automatic light
direction set up to obtain the intensity field I. By further combining Flarge with I using our luminance-only color composition,
we can generate (e) the Visualization-driven Illuminated Density Plot (VIDP).

the luminance channel of the colored density plot to reduce
color distortions (Section III-B). Last, we conduct a parameter
analysis to explore how different parameters affect the quality
of illumination (Section III-C). Note that for simplicity, we
only use one example dataset in this section; more results can
be found in the supplementary material.

A. Structure-enhancing Shading Model
Kernel density estimation is a widely-used approach for

characterizing the high-density regions [13], [20], but local
details are often poorly retained in the results [4]. In contrast,
using a shading field [21] can easily discern structures, so we
are motivated to develop a shading model to depict structural
information. To meet DR1 and DR2, we first compute a
structure map to capture important structures, i.e., outliers
and detailed structures. While there are no clear definitions
of outliers, we follow Mayorga et al. [14] in treating them as
data points in low-density regions, but we do not set a specific
density threshold. Meanwhile, we regard high-frequency spatial
variations as structures, because they can identify informative
local patterns at a fine scale.

Inspired by the principles of manual relief shading [7], i.e.,
shading along ridges and valleys, omitting specular reflections,
and maximizing overall contrast, we create a shading intensity
field containing structures at the detail level in three steps. First,
we construct a structure map to capture important structures
such as the ridges and valleys (Figure 2c). Then, we adopt
diffuse shading with height exaggeration to render structures
in the structure map, allowing for emphasizing local details
in regions of interest (Figure 2d). Finally, we take a data-
driven approach to automatically set up the lighting to provide
maximal overall contrast.

Structure map construction. One canonical way to construct
the structure map is to analyze an image at different scales
created by Gaussian smoothing, usually by measuring the
difference in the densities estimated by Gaussians with different
kernel sizes [23], i.e., Difference of Gaussians (DoGs), as
follows:

FDoG(x) = KDEhlarge(x)−KDEhsmall(x), (2)
where KDEh() is the Gaussian KDE (Equation 1) and hlarge and
hsmall are the large and small bandwidths that jointly determine
the scales of structures being extracted. In our implementation,
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Fig. 3: Comparison of (a,b) the normal of the density fields
Nlarge and Nsmall and (c) the structure map NDoG for revealing
local features, where the x- and y-components of the normal
vectors are visualized using (d) a bivariate color map [22]. The
local structures in the blue and green boxes are clearer in (c).

we set them using empirical rules; hlarge is set according to
Silverman’s rule of thumb [11] and hsmall is set to the reciprocal
of the width of the grid evaluated by KDE, because the radius
of influence of each point is exactly one grid cell in this
situation, making outliers stand out from the background.

After obtaining the structure map FDoG, we can easily derive
its surface normal from the gradient as follows:

NDoG =
1√

∂xFDoG
2 +∂yFDoG

2 +1
[−∂xFDoG,−∂yFDoG,1],

(3)
while Nlarge and Nsmall can be derived similarly. Compared
to the density fields Flarge or Fsmall, the structure map FDoG
can better enhance local structures because locally high and
low densities become noticeable by the differentiation between
different scales of the density field, regardless of the absolute
densities. As a result, NDoG helps to create shading along ridges
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and valleys, following the principles of manual relief shading.
Figure 3 shows the corresponding x- and y-components of
the normal vectors of Figure 2a,2b,2c, where the green, blue,
and red boxes mark high-, medium-, and low-density regions,
respectively. Due to the large absolute densities, Nlarge and
Nsmall are visibly separated into two contiguous parts (yellow
and blue), hiding the local variations falling into one part.
In contrast, NDoG does not look contiguous, embodying local
structures such as the two bands from top left to bottom right in
the blue box. In conclusion, the structure map is more effective
than the Gaussian density field alone for revealing the detailed
structures in high- and medium-density regions (DR1).

Diffuse shading with height exaggeration. Ambient light is
uniform and lacks directionality, whereas specular light creates
concentrated highlights that could distract the visualizations.
They are not chosen to depict the structural information of FDoG.
Hence, we exploit Lambertian shading [24] to produce a visual
cue for perceiving the structural details [25]. Typically, this
model assumes an ideal surface that reflects lights uniformly
toward all directions in the upper hemisphere of the surface
and the reflected intensity I obeys the Lambert’s cosine law:

I = N ·L = |N||L|cosθ = cosθ , (4)
where N is the unit normal vector, L is the unit light direction
vector pointing from the surface to the light source, and θ is
the angle between vectors N and L. The intensity I decreases
as θ increases and will be negative when θ > 90◦, e.g., the
shadowed side of a ridge.

Although DR1 can be satisfied by just applying diffuse
shading to the normal of the structure map NDoG as shown
in Figure 5c, the visibility of low-density outliers remains an
issue because the slopes caused by the outliers are often too
small. For example, it is hard to perceive outliers in the red
box of Figure 3c. To address this issue, the height exaggeration
method in relief shading [7] suggests multiplying the values in
the height field (FDoG in our case) by a user-specified factor
η; in general, a large η improves the visibility of structures
in low-density regions.

Putting η into Equation 3, we obtain

NDoG =
[−η∂xFDoG,−η∂yFDoG,1]√
(η∂xFDoG)2 +(η∂yFDoG)2 +1

. (5)

This means the z-component of NDoG is close to being inversely
proportional to η , while the horizontal directions of NDoG
are unaffected by η . In addition, when the magnitude of the
gradient is large, η has less impact on the normal, since the
z-component is already small.

Figure 4 shows an example of the effect of η on the different
components of NDoG. By increasing η from 1 to 5, the z-
components of unit normal vectors are shrunk while the x-
and y-components are expanded correspondingly. Hence, the
outliers in the red box are revealed by smaller z-components
and larger horizontal magnitudes with η = 5 (Figure 4b,4d),
satisfying DR2. However, increasing η is not helpful in the
high- and medium-density regions such as the blue and green
boxes, where the main structures are shown clearly with η = 1
(Figure 4c). Also, a large η that amplifies minor variations
in these regions may interfere with the perception of major
variations, so decreasing η can be helpful in some cases. Hence,

(c) NDoG[x,y], η = 1 (d) NDoG[x,y], η = 5
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Fig. 4: The effect of different exaggeration factors (a,c) η = 1
and (b,d) η = 5 on the exaggerated normal NDoG. (a,b) The
z-components are visualized by the 1D colormap Viridis [26]
(right), and (c,d) the x- and y-components are visualized by
the same 2D colormap used in Figure 3 (right). Setting η to 5
reveals the outliers in the red box without noticeably changing
the major structures in the blue and green boxes.

we provide an interactive system for users to interactively
emphasize local details in regions of interest by brushing and
adjusting η . An example is given in Section IV-C.

Automatic lighting setup. Applying an appropriate lighting
direction L plays an important role in making the resulting
shading (NDoG · L) more effective in revealing structural in-
formation. For example, Figure 5a shows a result with an
unsuitable lighting direction where structures (blue and green
boxes) are not effectively shown. However, manually setting the
light direction can be too tedious, so we adapt an automatic
2D lighting setup strategy from volume rendering [28] to
maximize the overall contrast. Instead of modeling a quality
metric and iteratively refining the light parameters, we collect
the statistical information from the image and set up the light
using an empirical lighting design model, which is fast, stable,
and close to a human design [28].

By computing the mean and spatial variation of normal
vectors NDoG, we obtain statistical information about the
structures in FDoG. We choose to filter out the normal vectors
of empty regions of the scatterplot (the normal vectors [0,0,1]),
since they do not contain valuable structures; we refer to the
remaining normal vectors as N′. To maximize the shading
contrast, we perform Principal Component Analysis (PCA) on
the x- and y-dimensions of N′ to acquire the principal vectors
{v1,v2} and corresponding variances {λ1,λ2} that encode the
principal directions of the normal vectors. Note that we do
not use the z-dimension of the vectors to avoid selecting a
high-elevation direction (elevation ≈ 90◦) because typically, a
flat object with small surface details needs a light at a grazing
angle to best reveal its shape [29]. A bad example is shown
in Figure 5b, in which empty regions are assigned the highest
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(a) azimuth = 120°, elevation = 60°

(c) automatic light direction (top)

(b) azimuth = 30°, elevation = 85°

(d) automatic light direction (bottom)

Fig. 5: Comparison of light directions. (a,b) are unsuitable,
while (c,d) are effective. Our automatic illumination setup can
find the two appropriate light directions, (c) negative and (d)
positive, along the principal vector with the highest variance
without a tedious trial-and-error process. Following O’Shea et
al. [27], we choose the one from the top of the plot (y < 0),
which leads to the most accurate estimations of shapes and
highlights the structures shown in Figure 3c.

luminance value while the main structures are obscured due
to indistinguishable low luminance values.

As the normal vector distribution has the highest variance
λ1 along the direction of the first principal vector v1, using
the direction of v1 can maximize the overall contrast in the
xy-plane. In other words, the areas with normal vectors close
to either v1 or −v1 will be highlighted, and the areas with
normal vectors close to the opposite direction will be shadowed.
However, the preferable direction, whether positive or negative,
has not been determined and the light direction also needs a
proper elevation. Following O’Shea et al. [27], we choose the
one from the top where the y-component is negative and set
the elevation to 60◦, so the automatic light direction Lauto is
defined as:

Lauto =

{
Combine(N′

mean +
√

λ1v1,60◦) if v1[y]< 0
Combine(N′

mean −
√

λ1v1,60◦) otherwise,
where Combine() generates a 3D unit vector and v1 is scaled,
following Zhang et al. [28]. Note that this strategy is also
applicable for the exaggerated normal NDoG and Lauto can
either be computed over the entire field or the user-selected
regions. Figure 5c shows a shading generated by our automatic
lighting setup algorithm (azimuth = 41.44◦), where the lighting
direction maximizes the overall contrast and clearly shows the
ridges and valleys in the blue and green boxes. Figure 5d also
reveals the structure, but it does not lead to the most accurate
estimations of shapes according to O’Shea et al. [27].

This is further supported by comparing the overall variances

of shading fields, as the optimal light azimuth should maximize
the variations [29]. The variance in Figure 5c is 0.0675, which
is 18.38% and 6.15% higher than the variances in Figure 5a
(0.0570) and Figure 5d (0.0636), respectively. Furthermore, the
automatic lighting setup outperforms the default configuration
in 9 out of 10 tested datasets, with detailed results available in
the supplemental material. Additionally, users can interactively
adjust the lighting setup if they prefer a different configuration
from the automatic one.

B. Luminance-Only Color Composition

After obtaining the shading intensity field I, a traditional
approach is to naively combine it with the density field Flarge
through multiplication in the RGB color space:

I′ = max(I,0),
P = I′ ∗Colormap(Flarge), (6)

where Colormap() is a one-to-one mapping function from
density values to RGB values and P : R2 → [0,1]3 is an image
composed of RGB values. Figure 6a shows the result that
combines Figure 2d and Figure 2a using Equation 6. Although
the structures and outliers in the blue and red boxes are clearly
shown, the original colors in the green box and the background
are significantly changed, violating DR3. Furthermore, this
composition method is not suitable for dark backgrounds since
it always darkens the colors, as shown in Figure 6c.

To address this issue, we introduce a two-step color com-
position scheme specific to density plot visualizations. First,
we scale the intensity field to fit the luminance range in
the CIELAB color space [30] while ensuring the luminance
changes of the empty regions are fixed to 0. The scaling can
be performed using a linear mapping:

I′ = φ ·
Iempty − I

Iempty − Imin
, (7)

where Imin is the global minimum in the field, Iempty is the
intensity of empty regions, i.e., [0,0,1] · Lauto, and φ is a
luminance scaling parameter to control the change in luminance
corresponding to Imin. The larger the absolute value of φ , the
greater the influence of the color composition on the entire plot.
Note that Iempty never equals to Imin in our scenario, because
Lauto has a fixed elevation of 60◦ and always results in a positive
Iempty, while Imin is always negative since density variations
correspond to ridges, which always have shadowed sides under
global illumination. Second, we add the scaled intensity field
to the luminance channel of the density plot while keeping the
other two channels unchanged:

LAB = RGBtoLAB(Colormap(Flarge)),

LAB.L = clamp(LAB.L+ I′, 0, 100),
P = LABtoRGB(LAB).

where RGBtoLAB() and LABtoRGB() are conversions between
the RGB and CIELAB color spaces, and the clamp() function
ensures that any invalid values falling outside the luminance
range [0,100] are adjusted to fit within the CIELAB color space.
As shown in Figure 6b,6d, our luminance-only composition
preserves the appearance of the original colors by maintaining
the hue and saturation and works with different backgrounds
by flexibly changing the sign of φ .
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Fig. 6: Comparison of (a,c) the traditional color composition
and (b,d) our luminance-only color composition methods on
light and dark backgrounds. (a,b) On the light background, the
traditional composition reveals local structures but introduces
severe color distortions, while our composition preserves
the hue and saturation of the original colors when showing
structures. (c,d) The traditional composition is not feasible on
a dark background, while our composition still works well by
increasing the luminance according to shading intensities.

Additionally, addition operations are independent of the
values of the operands, while multiplication is not. If the
original luminance at position x is lx and the scaled intensity
is i′x, the resulting luminance from multiplication will be
lxi′x, which is proportional to the original luminance. This
suggests that the same level of shading intensity will have
a more significant impact in areas with higher luminance
in the density plot. For color-mapped densities with large
luminance, multiplication operations may produce colors not
in the colormap of the final visualization (see Figure 1b and
Figure 1c). In contrast, employing additive composition can
help reduce color distortions.

C. Parameter Analysis

In this section, we qualitatively inspect how the parameters of
our technique affect the quality of illumination (Figure 7). We
use a light background and a perceptually uniform colormap,
Magma [26]. More illumination results under different settings
and datasets can be found in the supplementary material. We
also provide a web-based prototype system2, in which users
can upload datasets and interactively adjust parameters.

Exaggeration factor η . Parameter η determines the degree
of exaggeration for the structures in low-density regions. As
the degree of exaggeration increases, the result eventually
approaches aspect shading, in which the intensity is solely a

2https://xinchen-sdu.github.io/Visualization-Aware-Illumination-for-
Density-Plots/

function of the azimuth of the normal regardless of the density
values [7]. A large η leads to clearer outliers, while a small η

reduces minor variations to reveal major structures. By default,
we set η to 5 in order to balance the visibility of outliers
and the perception of relative densities based on shading. The
first row of Figure 7 shows the impact of η; the small η in
Figure 7a emphasizes the two bands in the blue box, while the
large η in Figure 7d improves the visibility of outliers in the
red box but makes the depth of structures in the low-density
regions look identical compared to Figure 7c.

Luminance scaling parameter φ . Parameter φ influences the
amount of modification that can be applied to the luminance
channel of the color scale. For a small value for φ , the
luminance changes in the high- and low-density regions are
both large, making low-density structures clearer but modifying
colors excessively. In contrast, a large value for φ maintains
the original colors but also weakens the outliers. However, the
background color is retained in all cases to provide the user
with a reference to the color map. We empirically set φ to -25,
which works well for most tested data. As shown in the second
row of Figure 7, setting φ to -5 makes the shadows too faint
to show structures, while setting φ to -75 darkens the colors
in the green box and may result in inaccurate perception of
the absolute density value.

IV. EVALUATION

We implemented our VIDP technique in Python and gener-
ated density plots on a PC with an Intel Core i5-4590 3.3GHz
CPU and 24GB memory. To investigate the effectiveness of our
approach, we compared it with three density-plot techniques
by (i) assessing their color distortions with an established
numeric metric [8] and (ii) conducting an online user study on
density-plot-specific analysis tasks. Moreover, two case studies
demonstrate the generality and interactivity of our technique.
The raw evaluation materials, including the images of density
plots used in the evaluation and the code we used for statistical
analysis, can be found in the supplementary material.

A. Quantitative Evaluation

To confirm that our technique produces less color distortion
than the existing ones, we measured the color distortion of the
visualization images produced by different techniques.

Density Plot Techniques. We compared VIDP with three
existing density-plot techniques: CDP, IDP [3], and SUP [4],
as shown in Figure 8. Splatterplot (SPP) [14] were not included
because they were designed not to show density to reduce the
visual complexity, and therefore, did not support color-based
lookup and comparison tasks. By default, we set the parameters
of our VIDP technique to the following values: exaggeration
factor η = 5 and luminance scaling parameter φ =−25. The
bandwidths of the large and small Gaussian kernels were set by
Silverman’s rule of thumb, and the reciprocal of the plot width,
respectively, and the light direction was automatically chosen
as described in Figure III-A. For SUP, we used the default
parameters provided by the implementation of the original
authors. For a fair comparison, we set the same bandwidth h
for CDP and IDP based on Silverman’s rule of thumb, and IDP

https://xinchen-sdu.github.io/Visualization-Aware-Illumination-for-Density-Plots/
https://xinchen-sdu.github.io/Visualization-Aware-Illumination-for-Density-Plots/
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Fig. 7: Parameter analysis on the Hertzsprung-Russell diagram dataset [31]. (a,b,c,d) Increasing η makes low-density structures
more salient while the high-density structures remain unchanged. (e,f,c,g,h) Decreasing φ makes low-density structures clearer,
but at the same time darkens high-density structures.
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Fig. 8: Density-plot techniques employed in our user study
on the person activity dataset [32]: (a) The commonly-used
Continuous Density Plot (CDP), (b) Illuminated Density Plot
(IDP) using Phong shading, (c) SUnspot Plot (SUP) [4], and
(d) our Visualization-driven Illuminated Density Plot (VIDP).

used the Phong shading model with the same light direction
as SUP, i.e., “top-left”, an azimuth of 120◦, and an elevation
of 45◦.

Datasets. For a comprehensive evaluation, we collected ten
datasets with substantial diversity in their data distributions
and sizes ranging from 4K to 2.5M. Half of the datasets were
synthetic to ensure the inclusion of outliers. Each synthetic
dataset was generated by mixing four Gaussian distributions
(for clusters) and a uniform distribution (for outliers). The
Gaussian distributions had the same number of points, with
randomly-determined means and variances. Outliers were
drawn from the uniform distribution covering the range of
the four Gaussian clusters, and the number of outliers was set
to 0.1% of the points in the clusters. The other five real-world

datasets were collected from the UCI data repository [33]
and Kaggle [34] (Table II). The datasets are available on
GitHub3 for replication and as a benchmark for comparing
future techniques. All density plots were generated using the
perceptually uniform color map Magma [26] and were resized
to a resolution of 900×600 pixels.

Measure. We utilized CIEDE2000 [8], a standard perceptual
color distance metric, to assess the Degree of Color Distortion
(DCD). The images produced by CDP were treated as the
baseline because it directly applies the given color map to
absolute density values. Color distortion is measured by the
average distance against CDP:

DCD(X ,C) =
∑

N
i=1 CIEDE2000(Xi,Ci)

N
, (8)

where X is the input image, C is the CDP image on the same
dataset, i is a pixel index, and N is the pixel count in X .

Results. Figure 9 shows the results of the quantitative evalua-
tion. With CDP as baseline, VIDP has the least color distortion
(∼2), followed by IDP (∼5), and SUP performed the worst
(∼8). However, we found IDP performed worse than SUP on
a few datasets, such as Person activity [32]. The reason is
that the background color of the medium-density regions of
these datasets was largely altered by IDP, while SUP showed
small scatter points and kept the background color in these
regions. Though VIDP modifies the original color to reveal
structures, its color distortion is significantly less than IDP and
SUP (p = 0.002 from the Mann-Whitney test against VIDP).

3https://github.com/XinChen-SDU/Visualization-Aware-Illumination-for-
Density-Plots

https://github.com/XinChen-SDU/Visualization-Aware-Illumination-for-Density-Plots
https://github.com/XinChen-SDU/Visualization-Aware-Illumination-for-Density-Plots
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Dataset # Points Max Density # Clusters Outliers (%)

Credit card fraud [35] 284,807 355.25 1 0.0007%
Diabetes [36] 99,493 13.04 2 0.0015%
Facial expressions [37] 12,903 2.51 7 0.0073%
Person activity [32] 98,569 12.63 7 0.0018%
Satimage [38] 4,435 0.42 5 0.0577%

TABLE II: Summary of the characteristics of the real-world
datasets used in our user study. The number of clusters and
the proportion of outliers are obtained using the DBSCAN
clustering algorithm [39].
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Fig. 9: Comparison of the degree of color distortion produced
by four experimental techniques on ten datasets. Dash lines
indicate the average DCD of their corresponding techniques.
For values out of the plot range, we treat them as outliers and
draw a dark halo to indicate them.

B. Controlled User Study

Our user study compares VIDP with three other techniques
on three density-plot-specific analysis tasks.

Tasks & Measures. We tested three analytic tasks: density
comparison, density estimation, and outlier identification.
These tasks were chosen for three reasons. First, they are
concrete representatives of well-established abstract analytic
tasks on scatterplots [1], covering both aggregate-level tasks
and browsing-level tasks, density comparison for numerosity
comparison, density estimation for numerosity estimation
and neighborhood exploration, and outlier identification for
anomaly identification and searching for a known motif (Fig-
ure 10a). For this reason, these tasks have also been employed
in prior research for scatterplot or density plot evaluation [40]–
[42]. Finally, these tasks are also well aligned with the three
design requirements we specified (Section I), allowing us to
gauge how VIDP supports each of the requirements. A detailed
description of the three tasks is given below:
T1: Density comparison: Following the methodology of Traut-

ner et al. [4], we highlighted two 30×30-px regions (A,
B) using two blue boxes and asked the participants to
choose the region with a higher density (Figure 10b).
Each question offered three possible answers (A, B, and
“I cannot find out”). Only one of A or B was correct, and
the last choice was always regarded as a wrong answer.
To measure the error, we scored 0 if the participant’s
response was correct and 1 otherwise.

T2: Density estimation: Following the methodology of Traut-
ner et al. [4], we highlighted one 30×30-px region using

a blue box and asked the participants to estimate the
maximum density value inside the region by looking up
the color ramp located on the right side of the scatterplot
(Figure 10c). Among four buttons with different density
values arranged in ascending order, the participants were
asked to click on the button with the correct answer.
The incorrect answers were randomly sampled from a
range [ans− rng ∗ 20%,ans+ rng ∗ 20%], where ans is
the correct answer and rng is the difference between the
global maximum and minimum values. We measured the
absolute difference between the participant’s answer and
the actual maximum density value, divided by the global
maximum value to normalize it to [0,1].

T3: Outlier identification: We highlighted two 15 × 15-px
sparse regions (A,B) using blue boxes, one of which
contains a single data point while the other is empty. The
participants were asked to choose the region containing an
outlier (Figure 10d). Each question offered three possible
answers (A, B, and “I cannot find out”) and only one of
A or B was correct. To measure the error, we scored 0
for correct responses and 1 for incorrect.

As shown in Figure 10a, the first task is related to numerosity
comparison and requires the participants to judge relative
density, involving both high-, medium-, and low-density regions
(DR1, DR2, DR3). The second task is about numerosity
estimation and explore neighborhood. Participants have to find
the maximum density value within the highlighted region and
associate it with the position on the color bar to the right (DR3).
The last task involves abstract analysis of identifying anomalies
and searching for known motif, examining the visibility of
outliers (DR2). For all tasks, we did not give an explicit time
limit to the participants and measured the response time in
seconds.

Stimuli. We employed the same techniques and datasets as
in Section IV-A. For each dataset and each task, we created
two stimuli with different randomly selected non-overlapping
highlighted regions. As a result, for each participant, we
generated a total of 3 tasks × 4 techniques × 10 datasets ×
2 stimuli = 240 trials.

Hypotheses. We expect our approach to outperform the state-
of-the-art techniques in preserving relative densities, while
simultaneously showing underlying structures and outliers and
supporting accurate lookup and comparison of absolute density
values. Hence, we postulate the following three hypotheses:
H1: VIDP outperforms the other techniques in terms of

accuracy in the density comparison task (T1).
H2: In terms of accuracy, VIDP is comparable to CDP in the

density estimation task (T2), followed by IDP, and SUP
has the worst performance.

H3: In terms of accuracy, VIDP is comparable to SUP in the
outlier identification task (T3), and performs better than
CDP and IDP.

Pilot Study. We conducted a pilot study with eight graduate
students to test our experimental design. Before the study, we
explained the tasks to the participants and instructed them to
estimate density values based on the color bar to the right. Then,
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Experimental Tasks Abstract Tasks
Design


Requirements

Density comparison

Density estimation

Numerosity comparison DR1, DR2, DR3

DR2

DR3

Outlier identification Identify anomalies +

 Search for known motif

Numerosity estimation

+  Explore neighborhood

(a) Task summary (b) Density comparison (c) Density estimation (d) Outlier identification

Among the two labeled regions,

which one exhibits a higher density?

What is the highest density value

within this highlighted region?

Among the two labeled regions,

which one contains an outlier?

Fig. 10: The summary of the experimental tasks and exemplified screenshots of the three tasks. (a) The table shows how three
experimental tasks correspond to the abstract tasks and design requirements. (b-d) Screenshots and the corresponding questions
we asked participants. Images are generated by our VIDP technique on a synthesized dataset, where the blue boxes indicating
highlighted regions are contained in the stimuli.
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Fig. 11: Confidence interval plots and statistical tables of the error rate and response time for each task in our user study. Red
points indicate the mean values and error bars represent 95% confidence intervals. Each table shows the statistical test results of
our experimental techniques, showing the mean with 95% confidence interval and p-value from the Mann-Whitney test against
our VIDP technique.

we only used five real-world datasets, so each participant had to
complete 3 tasks×4 techniques×5 datasets×2 stimuli = 120
trials, taking around 15 minutes. We performed a follow-up
interview with each participant and asked them if any design
factor limited their efficiency and accuracy in completing the
task and if they had any suggestions for improving the study.

The pilot study results led us to make three improvements
to the initial study design. First, we identified a learning
effect due to the repeated exposure to the five datasets, which
allowed some participants to remember the data distributions
of specific datasets, e.g., the Person Activity dataset [32]. To
address this issue, we randomly flipped the stimulus vertically
or horizontally in each trial while maintaining the highlighted
region equivalent. Second, for density comparison tasks (T1),
participants indicated they spent too much time guessing the
correct answer, delaying the response time. We added an “I
cannot find out” button in addition to the two possible answers,
allowing them to give up. Third, the density estimation task (T2)
initially asked the participants to enter the exact density value
that they estimated, which turned out to be too challenging.
After the pilot study, we allow them to choose a correct density
value among four choices.

Engagement Checks. We added a trial for engagement checks
every 20 trials in the tasks to ensure participants were engaging
with the task. These trials featured questions that had an obvious
answer; for instance, for the density estimation task, participants
were asked to estimate the density of a nearly-empty region
with three among the four choices set to the maximum density
value, which were obviously wrong. We rejected any responses
from the participants who failed more than one engagement
check. The specific questions used for these trials are detailed

in the supplementary material.

Participants. We recruited 40 participants from the online
research platform Prolific, yielding a power of 1 at the
effect size of Cohen’s f=0.25 and 50% order effect coverage,
calculated on Touchstone2 [43]: 23 males and 17 females, aged
18 to 60, including 11 high school students, 19 undergraduates,
8 masters, one Ph.D., and one unspecified. Three participants
reported moderate color vision deficiency but passed our
engagement checks, so we did not exclude their results.

Procedure. We used the Touchstone2 tool [43] to design a
within-subject experiment, in which the order of tasks was
fixed (i.e., T1, T2, then T3), and the techniques, datasets,
and stimuli were counterbalanced using a Latin square to
avoid systematic or random errors [44]. Each participant went
through the following steps on their desktop web browser.
First, they reviewed a consent page and task instructions.
Second, they watched the tutorial on interpreting the color
ramp and completed the three training trials for each task.
Third, complete each trial as accurately as possible, where each
participant was asked to take a 2-3 minute break after finishing
each task. Finally, they were asked to provide demographic
information. The three training trials were identical to the
subsequent real test. Furthermore, we added four engagement
checks for each task to ensure participants were paying attention
to the experiment. On average, the participants took 25 minutes
to finish all the trials (min: 12 and max: 42).

Results. Figure 11 shows the results for the three tasks.
Following the previous study [4], we did not assume that
the underlying data holds the normality assumption and hence
analyzed the results using 95% confidence intervals using the



SUBMITTED TO IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS 11

CDP

CDP

VIDP

VIDP

SUP

SUP

IDP

IDP

CDP

VIDP

SUP

IDP

0.2 0.4 0.6

CDP

VIDP

SUP

IDP

0.00

0.00

0.08 0.12

0.04

0.04

0.02 0.06

hi
gh

-d
en

si
ty

lo
w

-d
en

si
ty

(a) Density comparison (b) Density estimation

0.0

0.0

0.20.1 0.3 0.4
Error rate

Error rate

Error rate

Error rate

Fig. 12: Confidence interval plots of error rates for (a) the
density comparison and (b) density estimation tasks. The first
and second rows summarize results for stimuli highlighting
high- and low-density regions, respectively. VIDP performs
well in all cases.

bootstrap method. We also performed the Mann-Whitney test
for pairwise comparisons between techniques to check if they
have significant differences. Detailed results for each dataset
are given in the supplementary material.

Figure 11a shows the results of the density comparison task
(T1). Our technique exhibited a significantly lower error rate
(0.11) than CDP (0.33), IDP (0.41), and SUP (0.27) (p <
0.0001). For response time, VIDP (4.40 s) was much lower
than IDP (5.44 s) and SUP (5.42 s) (p < 0.001) and similar to
CDP (4.50 s) (p = 0.48). The results confirmed H1 that VIDP
is more accurate than others.

Figure 11b shows the results of the density estimation task
(T2). The error rate of VIDP (0.05) was comparable to CDP
(0.05) (p = 0.31) and significantly lower than IDP (0.08) and
SUP (0.09) (p < 0.0001). There were no significant differences
in response time between VIDP (8.59 s) and existing techniques
(IDP: 8.75 s, p = 0.98; SUP: 9.34 s, p = 0.21), except CDP
(7.46 s) (p < 0.0001). The results confirmed H2 that VIDP
does not produce severe color distortions as IDP and SUP do.

Figure 11c shows the results of the outlier identification task
(T3). There was no statistically significant difference in error
rate between VIDP (0.06) and SUP (0.07) (p = 0.62). Yet, the
error rate of our technique was significantly lower than those
of CDP (0.83) and IDP (0.69) (p < 0.0001). For response time,
VIDP (2.96 s) was found to be much faster than IDP (3.22 s)
(p < 0.05), while the differences with CDP (3.18 s) (p = 0.94)
and SUP (2.83 s) (p = 0.20) were not statistically significant.
The results confirmed H3 that VIDP is comparable to SUP
and performs better than CDP and IDP for identifying outliers.

In summary, the online study results confirm all our hy-
potheses and show VIDP fulfills the three design requirements,
i.e., revealing the underlying structures in the given data as
much as possible while producing minimal interference with
color-encoded density values.

Discussion. The above results show that VIDP is able to
maintain the original colors and reveal low-density outliers at
the same time, and thus provides a more accurate perception of
relative data density than existing techniques. To further analyze
the impact of different techniques on high- and low-density

regions, we separate the stimuli in terms of the colors inside the
highlighted regions based on CDP. If the difference between
any color in the highlighted region(s) and the background
color is greater than a JND [45], this stimulus is viewed as
high-density, otherwise it is low-density. According to this
separation, 13 of 20 and 15 of 20 stimuli are high-density in
T1 and T2, respectively. In T3, no stimulus is high-density.

Figure 12 shows the results regarding to the above separation.
As shown in Figure 12a, for the density comparison task, VIDP
performed similarly to CDP (p = 0.89) and better than IDP and
SUP (p < 0.0001) in high-density stimuli, while performing
similarly to SUP (p = 0.41) and better than CDP and IDP
(p < 0.0001) in low-density stimuli. This means that VIDP
simultaneously supports both color-based comparisons for high-
density regions like CDP and structure-based comparisons for
low-density regions like SUP.

Figure 12b shows the results for the density estimation
task. VIDP was comparable to CDP and outperformed IDP
and SUP in both high-density stimuli (CDP:p = 0.78, IDP &
SUP: p< 0.0001) and low-density stimuli (CDP:p= 0.72, IDP:
p < 0.05, SUP: p < 0.001). Since the target of this task is to
deduce density values based on color, the results indicate that
VIDP avoids significant interference with color, while SUP
and IDP obscure the original colors and prevent users from
accurately perceiving absolute density values.

Because all stimuli are low-density in the outlier identifi-
cation task, Figure 11c shows the final results. Although IDP
performed slightly better than CDP, participants still made too
many errors compared to VIDP. This highlights the benefits
of the DoGs filter and exaggerated shading employed by our
illuminated model for maintaining outliers.

Regarding the response time, our VIDP technique is always
comparable to or better than IDP and SUP, while CDP only
outperforms VIDP in the density estimation task (T2). By
analyzing the participants’ feedback, we identified two reasons
behind the great performance of CDP in T2: (i) the colors of
CDP were exactly consistent with the color bar, while all other
techniques modified colors to enhance the density plots; and
(ii) CDP is a commonly-used technique and the participants
were familiar with it before participated in our experiments.
For the other two tasks, the average response time of VIDP
is even slightly lower than that of CDP. Such results confirm
that VIDP not only enhances density plots on the experimental
tasks but also does not impose a high cognitive load, overall.

C. Case Studies

We conducted case studies on two transportation datasets to
demonstrate the effectiveness of VIDP in a dark background
and the local enhancements using our interactive system. An
additional case study involving a business dataset is included
in the supplemental material.

Barcelona Accidents. The results in the previous sections, i.e.,
Sections IV-A and IV-B, show that SUP performs worse than
VIDP. Yet, there are two other variants [4]: SUP without
shading and SUP with Phong shading and ambient occlusion
(AO). To learn how these variants perform, we conducted a
case study with the 2017 Barcelona Accidents dataset [34].
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Fig. 13: Comparing variants of SUP and our VIDP technique
using the Barcelona Accidents dataset. (a, b, c) The replicated
results of CDP and SUP variants without shading and with
Phong shading and ambient occlusion (AO), respectively, as
presented in Trautner et al. [4]. (d) The VIDP result with
default parameters. According to Equation 8, the degree of
color distortion of (b,c,d) are 4.09, 2.24, and 1.27, respectively.

Figure 13b demonstrates the same results as those presented
in the original paper. We can see that it reveals structures
and outliers, but introduces strong color distortion compared
to the CDP result in Figure 13a, especially for the high-
density regions. Although the SUP variant without shading in
Figure 13c brings less color distortion, it reduces the visibility
of structures in high- and medium-density regions (DR1). In
contrast, our VIDP technique in Figure 13d not only further
reduces color distortion but also reveals detailed structures,
such as the roads in the green box of Figure 13d.

UK-Road-Safety. We used the annual road safety data pub-
lished by the UK government [46] from 2005 to 2017 and
obtained a density field, containing 2,047,256 records, with the
geographical locations (longitude and latitude) mapped to the x
and y axes, and the accident frequency at each location mapped
to the density. As shown in Figure 14a, we first generated a
density plot with default parameters, in which color-encoded
densities are preserved and most of the local structures are
revealed. However, the road structures above London (the blue
box) and the low-density regions like the northwest area of
Scotland (the red box) are not shown clearly. On the one hand,
the road structures above London look blurry because too many
minor structures introduce distractions, so we decreased the
local η to 0.2 to highlight the major roads; on the other hand,
the northwest area of Scotland is low-density, so setting local
η to 20 helped to reinforce the road structures (Figure 14b).

V. DISCUSSION

The evaluations above demonstrate that VIDP outperforms
existing density plot designs for density comparison and
is at least as effective for density estimation and outlier
identification. This advantage stems from our illumination
model, which is specifically designed to simultaneously reveal
detailed structures and outliers while supporting color-based
density estimation. In contrast, CDP is better suited for users
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Fig. 14: VIDP of the “UK Road Safety” dataset [46] using the
Viridis color map and the default parameters. (a) A small local
η=0.2 can suppress minor structures in the area above London
(the blue box in (b)), and a large local η=20 can reinforce
minor structures in the northwest area of Scotland (the red box
in (b)).

focused solely on accurately observing density values, without
consideration for local structures or outliers. SUP is effective
for those interested in structures and outliers in medium- and
low-density regions, provided they are not concerned with the
absolute density values represented by colors. IDP performs
poorly compared to VDP across all tested tasks, and we
recommend against its use except in specific scenarios. Unlike
the traditional Phong shading model, our illumination model
is visualization-centric, a concept that can also be extended to
various chart types, such as line charts [47].

There are still some limitations in our technique. First, we
exploited only the coarse and fine scales of Gaussian fields to
compute the structure map. Doing so limits the ability to convey
multi-scale details. We plan to extend our approach to handle
multi-scale density fields. Second, although our light setup is
data-driven, the parameters η and φ may not be optimal for
all datasets. Lastly, we employed simple diffuse shading to
present structural information, but our approach is not limited
to this traditional model. We will explore the possibility of
adopting state-of-the-art learning-based models, such as those
described in Jenny et al. [48], to better characterize meaningful
structures for visual analytic tasks.

VI. CONCLUSION

We presented visualization-driven illuminated density plots
(VIDP), a novel technique to enhance density plots through a
visualization-driven illumination model. We first developed a
structure-enhancing shading model, which reveals the detailed
structures in high- and medium-density regions and outliers
in low-density regions simultaneously to support density-plot-
specific analysis tasks. Then, we introduced a luminance-only
color composition method to reduce the color distortion of
the original density plot, facilitating more accurate lookup
and comparison of absolute density values. We conducted
a quantitative evaluation and a controlled user study to
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compare our method with the existing density plot techniques,
demonstrating that our VIDP helps better preserve relative
data densities, absolute density values, and outliers. Also, we
presented two case studies to show the robustness of VIDP
to background colors and the usefulness of interactive local
enhancement.
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